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Abstract

An expanded theory for the resolving power of a linear ion mobility spectrometer (IMS) is derived. By definition, the resolv-
ing power is directly proportional to the total drift time for the ion through the drift tube divided by the full-width-at-half-height
(FWHH) of the observed ion mobility peak. Two approaches to theoretically estimating these two parameters are possible,
depending on the operating parameters of the IMS cell. The drift time is given by the first moment of the IMS response. If the
electric fields (assumed uniform) are equal in both the shutter/aperture and aperture/collector region, the FWHH is given by
a difference in error functions. If the electric fields (again assumed uniform) are not equal, the FWHH is given by the second
central moment of the IMS response and can only be known to within a multiplicative factor. The effectiveness of these two
approaches is demonstrated using IMS data from the published literature.

The additional peak broadening often observed in a linear IMS has several possible sources. One depends on the construction
of the cell and the parallelism (or lack thereof) that might exist between the aperture grid and ion collector. Another depends
on electric fields used to bias the cell. If the electric field in the aperture/collector region is less than in the shutter/aperture
region, peak broadening occurs. Induction effects in the aperture/collector region not only shorten drift times, but also create
diffusion-like broadening of the peak. Shortening the distance between the aperture grid and ion collector, or using a higher
electric field in that region, minimizes induction effects. Drift time calibration requires adjustments for induction effects.
(Int J Mass Spectrom 220 (2002) 399–418)
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Ion mobility spectrometry (IMS) is an ionization
technique used in combination with a drift tube to
identify ions. While IMS shares with mass spectrome-
try the ability to separate ions, the two techniques are
different. Mass spectrometry identifies ions based on
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observed charge-to-mass ratios, while IMS identifies
ions based on drift times (or ion mobility). Although
the mobility of an ion is proportional to the ratio of
the charge to the square root of the reduced mass of
the ion, it is also inversely proportional to the colli-
sion cross-section. The collisions impede and scatter
the motion of the ion to degrade the resolving power
of the instrument. The ability of IMS to separate peaks
as required to identify ions has been the subject of in-
tensive investigation[1].
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The ion separation capabilities of IMS are quantified
using either theresolving poweror thepeak-to-peak
resolution formalisms. Both formalisms are taken
from gas chromatography where the resolving power
corresponds to the square root of the number of the-
oretical plates[2], and the peak-to-peak resolution is
a more practical assessment of peak separation. For
IMS, the resolving powerR is given by[3,4]

R = td

ωh
(1)

where td is the drift time andωh is the temporal
full-width-at-half-height (FWHH) for the mobility
peak. Similarly, the peak-to-peak resolutionRpp is
given by[5,6]

Rpp = 2

(
td2 − td1

ωb1 + ωb2

)
(2)

wheretd1 and td2 are drift times for two neighboring
ion mobility peaks, andωb1 andωb2 are their tem-
poral full-widths measured at the baseline of the IMS
signature. Since the peak-width-at-half-height is more
easily measured than the peak-width-at-baseline,
Eq. (2) is sometimes written as

Rpp = 2(td2 − td1)

1.7(ωh2 − ωh1)
(3)

where the peak shape is assumed to be Gaussian.
An obvious difference betweenEqs. (1) and (2)is
that only a single peak is needed to obtain data on
R, while two neighboring peaks are needed to obtain
data onRpp.

In the absence of reactions with time constants on
the order of, or longer than, the drift time, IMS typ-
ically produces Gaussian peaks (assuming a narrow
pulse width is applied to the shutter grid). For this sit-
uation,td2 − td1 is proportional totd1 ∼= td2 ≡ td, and
ωh1 ∼= ωh2 = ωh, so thatR = αRRpp whereαR is a
constant proportional to the ratio betweentd2−td1 and
td. When comparing the performance of two instru-
ments,R is generally preferred overRpp due to the ar-
bitrariness ofαR. On the other hand,Rpp is well suited
to assess conditions that lead to unit resolution (Rpp =
1), baseline resolved peaks (Rpp = 1.5), or the mini-
mum acceptable resolution (1.75< Rpp < 2.0) [7,8].

Since simple mobility theory relates the drift time
for an ion to the length,ld, and voltage,V, applied to
the drift tube, through

td = l2d

KV
(4)

where K (cm2 V−1 s−1) is the mobility of the ion,
Eq. (1)can be rewritten as

R = l2d

ωhKV
(5)

Eq. (5)indicates that the resolving power of an IMS is
increased (improved) by increasing the length of the
drift tube, even though the dependence ofR on ld is
not explicitly stated due to the dependence ofωh on
ld. Similarly, Eq. (5)also indicates that the resolving
power of an IMS is decreased (degraded) by increasing
the drift potential. This second statement is incorrect
since the FWHH,ωh, also depends onV that causesR
to “increase” with increasingV. For more details on
these relationships, the reader is refered to the work
of Siems et al.[4].

Using a sum of variances approach similar to that
applied by Knox and McLaren[9] and Gasper et al.
[10] in gas chromatography, Spangler and Collins
wrote down an expression for the FWHH[11]

ω2
h = t2diff + t2g (6)

where tg is the initial width of the gate pulse ap-
plied to the shutter grid andtdiff is the temporal
width-at-half-height of a Gaussian peak created by
diffusion broadening of a narrow ion packet as it
drifts through the drift tube[12]. Expanding on this
definition, Siems et al. fitted their data to[4]

ω2
h = α

Tt2d
V

+ βt2g + γ (7)

whereT is the temperature of the drift gas andα, β
and γ are parameters that adjust the diffusion, gate
width and offset contributions, respectively. Although
Revercomb and Mason includedEq. (6)in their classic
review of IMS [13], it has not yet been supported
by rigorous computations derived, for example, from
the continuity equation first written down by Moseley
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et al. and later applied by Spangler and Collins, to the
study of peak shape in IMS[11,14].

Experiences with fittingEqs. (6) and (7)to experi-
mental data have shown thatEq. (6)consistently un-
derestimates measured FWHHs[11], and larger than
expectedα andβ parameters (γ should be unneces-
sary) are needed to describe the resolving power[4].
Various reasons have been given for this. They include:

• Contributions from transverse diffusion lengthening
the flight time for the ion through the drift tube.

• Electrostatic repulsion of neighboring ions in the
drifting ion cloud[11,15].

• Enhanced longitudinal diffusion due to elevated ion
energies (Townsend energy factor)[11].

• Distortions in the pulsed electric field (voltage) cre-
ated near the shutter grid[16].

• Delayed ion arrivals due to encounters with an in-
homogeneous electric field generated near the seg-
mented guard rings of the IMS cell[4].

• Distortions created by a non-uniform field between
the aperture grid and ion collector.

• Inadequate response time for the electrometer.

Except for the last three, each of these explanations
has been discredited for one reason or another.

For example, Schummers et al. (sighting the work
of Moseley et al.[17]) observed that the transverse
diffusion coefficient affects only the amplitude of the
ion mobility peak, and not its shape[18]; an obser-
vation consistent with the two-temperature model for
IMS [19]. Spangler and Eiceman et al. observed that
ion concentrations were not high enough in the drifting
ion cloud to indicate significant electrostatic repulsion
effects[20–22]. Siems et al. noted that the Townsend
energy factor must be near 1 (not 2.7 as proposed
by Spangler and Collins[11]), because the ions are
near thermal energies while drifting through the drift
tube[4]. Albritton et al. regarded the radial inhomo-
geneities in the drift field to be negligible, reaching
1% at two-thirds the inside radius of the drift tube,
and deteriorating rapidly beyond that due to the ex-
ponential nature of the Bessel function[23]. Spangler
et al. observed no significant improvement in reso-
lution when using uniformly inlaid ceramic resistor

tubes vs. stacked rings for their drift tubes[6,11], but
other design features their IMS cell may have masked
results. Wu et al. were able to improve the resolving
power (with loss of signal) of their stack-ring IMS cell
by decreasing the ion transmission area of their aper-
ture grid[24]. Finally, work with photo-etched paral-
lel plane shutter grids has eliminated the shutter grid
as a significant source of distortions[25].

The objective of the present work was to revisit the
theoretical issues associated with the resolving power
of IMS. The desire was to throw additional light on, if
not eliminate, the vagaries described above. The start-
ing point was the continuity equation[26], and the end-
ing point was an analytical expression for the FWHH.
Since the work was performed assuming a uniform
electric field within the drift tube, issues associated
with non-uniform drift fields were not addressed.

2. Elementary theory

2.1. Basic concepts

Before deriving the theory, it is necessary to con-
ceptualize the processes that occur as an ion travels
from the shutter grid to the ion collector of an IMS.
Fig. 1 shows a cloud of positive ions approaching the
ion collector that is additionally coupled to the virtual
input ground of an electrometer amplifier. The top il-
lustration shows that as the ion cloud approaches the
collector, the electrostatic field radiated by the ions in-
duces a current flow in the electrometer circuit, caus-
ing an image charge (−δ) to develop on the ion col-
lector. The net result is that the electrometer senses an
arriving ion cloud, but not yet the direct ion current.
The bottom illustration shows that when the direct ion
current actually hits the collector plate, it again causes
current to flow in the electrometer circuit. The direc-
tion of current flow through the feedback resistor is
the same for both the induced and direct current flows.
Thus, the two current flows are additive as the ion
cloud approaches and hits the collector plate.

Fig. 2 shows another configuration where an aper-
ture grid is placed between the approaching ion cloud
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Fig. 1. An illustration for an ion cloud approaching and then hitting the ion collector of an ion mobility spectrometer. The top figure
demonstrates that the ionic charge induces surface charge on the ion collector, and this surface charge is supplied by electron flow through
the feedback resistor of the electrometer. The bottom figure demonstrates that electron flow again occurs through the feedback resistor as
the ion cloud hits the ion collector, and that the electron flow is in the same direction as the induced current flow.

Fig. 2. An illustration showing how an aperture grid interposed between an approaching ion cloud and ion collector shields the ion collector
from induced charge. A ballast capacitor is added to serve as a ready source of electrons that can flow into the aperture grid.
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and ion collector[27]. The function of the aperture
grid is to intercept the electrostatic field radiated by
the approaching ion cloud so that it no longer induces
current flow in the electrometer circuit. To avoid the
aperture grid acting as a capacitor in combination with
the ion collector to differentiate the arriving ion sig-
nal, a “large” ballast capacitor is added to the aperture
grid to drain the current away from the collector. That
is, the ballast capacitor is a high pass filter (or sink) to
ground. When all these conditions are met, the elec-
trometer circuit registers only the direct current arriv-
ing at the ion collector.

Unfortunately, the condition that the electrometer
registers only the arrival of direct ion current can
never be really met. There must always be a region
of finite distance between the aperture grid and ion
collector, and when an ion cloud of any significant
extent migrates through the region, induced and direct
ion current flows are registered by the electrometer
circuit. Consequently, any theory that addresses the
resolving power of an IMS must take into account
influences from both the induced and direct current
flows.

2.2. Basic theory

Spangler and Collins showed that the on-axis (r =
0) concentrationn(0, z, t) for a migrating ion cloud in
a cylindrical IMS is given by

n(0, z, t)

= ∓n0

2
exp[(〈α〉 − k−

1 )t ]

[
1 − exp

(
− r2

0

4DTt

)]

×
[
erf

(
z− vdt

2
√
DL t

)
− erf

(
z− vdt ± vdtg

2
√
DL t

)]
(8)

wheretg is the pulse width applied to the shutter grid,
z the location of the cloud along the longitudinal axis
of the drift tube (z = 0 at the shutter grid),t the time
measured from the gate pulse,n0 the initial ion con-
centration introduced into the drift tube att = z = 0,
vd the drift velocity for the ions,DL andDT the lon-
gitudinal and transverse diffusion coefficients,r0 the

internal radius of the cylindrical drift tube,〈α〉 and
k−

1 are the rate constants associated with the creation
and annihilation of ions as they drift through the drift
tube, and+ or − is selected depending on the slope
of the trigger pulse used to synchronize data acqui-
sition [11]. If losses due to ion conversion, recombi-
nation or transverse diffusion are negligible,Eq. (8)
becomes

n(0, z, t)

= ∓n0

2

[
erf

(
z− vdt

2
√
DL t

)
− erf

(
z− vdt ± vdtg

2
√
DL t

)]
(9)

Fig. 3 shows a plot ofEq. (9) at z = ld (ld is the
length of the drift tube) with the individual contribu-
tions of the error functions to the resultant Gaussian
peak indicated.

For the purposes of this paper,Eq. (9) will be as-
sumed to contain all the information needed to de-
scribe the concentration profile of a migrating ion
cloud, and hence the shape of an ion mobility peak ar-
riving at the ion collector (z = ld, t = td). If losses due
to ion conversion, recombination or transverse diffu-
sion are important, modifications to the theory will be
necessary.

Fig. 3. A MathCAD printout showing how an ion mobil-
ity peak can be constructed using a difference in error func-
tions. The dotted curve is given byn1(0, ld, t) = 0.5[erf((ld −
vdt)/(2

√
DL t))], the dashed curve is given byn2(0, ld, t) =

−0.5[erf((ld − vdt − vdtg)/(2
√
DL t))] and the solid curve is

n1(t)+ n2(t), or the ion mobility peak.
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By setting the first derivative ofEq. (9)with respect
to time equal to 0 and solving fortmax, the location for
the highest concentration of the migrating ion cloud is
found. With the exponentials arising from the differ-
entiation expanded to the second order andz assumed
approximately equal tovdt , the result is

tmax  z

vd
± tg

2
+ DL

v2
d

+ 12D2
L + v4

dt
2
g

16zv3
d

(10)

This result can be compared to the expectation value
for the drift time calculated from the first moment

〈t〉 =
∫∞
−∞tn(0, z, t)dt∫∞
−∞n(0, z, t)dt

= z

vd
± tg

2
(11)

using the mathematical procedures described in
Appendix B. The difference betweenEqs. (10) and
(11) are the additional terms containingDL in
Eq. (10). Since these terms typically add no more
than 0.2�s to the calculated drift time (compared to
50–500�s for tg), 〈t〉 is approximately equal totmax,
and Eq. (11) provides a convenient way to estimate
tmax. Since Urquijo et al.[28] draw similar conclu-
sions forzvd/2DL > 100, the essential equivalence
of 〈t〉 andtmax will be assumed in this paper.

WhenEq. (11)is substituted back intoEq. (9), the
maximum ion concentration arriving at the ion collec-
tor is

nmax(0, z, t)  n0

[
erf

(
vdtg

4
√
DL tmax

)]
(12)

The FWHH for the ion concentration is derived by
setting half ofEq. (12)equal toEq. (9), and evaluating
the combination atz = ld andt = tmax  td±(tg/2)±
(ωh/2). The result is

erf

(
vdtg

4
√
DL tmax

)
= erf

(
vdtg + vdωh

4
√
DL tmax

)

+ erf

(
vdtg − vdωh

4
√
DL tmax

)
(13)

whereωh is the FWHH. Within the limits of the ap-
proximations applied,Eq. (13) describes reasonably
well the relationship between the FWHH and the op-
erating parameters of an IMS cell.

3. Advanced theory

The simple theory just described applies only to the
flow of direct ion current through a non-compartmen-
talized drift tube. The drift tube for a real IMS cell,
however, is compartmentalized with two drift regions,
one before and one after the aperture grid. As the ion
cloud migrates toward the aperture grid, the ion col-
lector is shielded from the ionic charge by the aper-
ture grid. As the ion cloud passes through the aperture
grid, the electrometer circuit senses the arriving ionic
charge either as direct or induced current flow. Ac-
knowledging that the two regions are unique and pe-
culiar, a special notation is needed to comprehensively
describe ion motion through each. The formalism of
Spangler will be used for this purpose[25].

3.1. Direct current flow

According to Spangler, the time spent by the ion
as it travels from the shutter grid to the ion collec-
tor is tsa + tac, where tsa is the time spent in the
shutter/aperture region, andtac is the time spent in
the aperture/collector region. While Spangler assumed
thattsaandtacwere the absolute drift times through the
two regions, this requirement can be relaxed, allow-
ing tsa andtac to become two statistically independent
variables. For example, in the shutter/aperture region,
Eq. (9)indicates that the ion concentration arriving at
the aperture grid is

n(0, dsa, tsa)= ∓n0

2

[
erf

(
z− vsatsa

2
√
DLsatsa

)

− erf

(
z− vsatsa± vsatg

2
√
DLsatsa

)]∣∣∣∣
z=dsa

(14)

wheredsa is the electrode separation between the shut-
ter and aperture grids, andDLsa andvsa are the diffu-
sion coefficient and drift velocity for the ions in the
shutter/aperture region. When a narrow gate pulse is
applied to the shutter grid (i.e.,tg � tsa), Eq. (14)de-
scribes a Gaussian distribution of ions arriving at the
aperture grid astsa increases with time. When the gate
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pulse is wide, the peak shape broadens, and assumes
features more like the initial square pulse applied to
the shutter grid.

In the aperture grid/collector region, the ion con-
centration approaching the ion collector is calculated
by convolutingEq. (14)with a Gaussian distribution
to yield [29]

n(0, z, tsa+ tac)

= ∓ n0Ti

4
√
πDLactac

∫ ∞

−∞

{
exp

[
− (z−z

′−vactac)
2

4DLactac

]

×
[
erf

(
z′−vsatsa

2
√
DLsatsa

)
−erf

(
z′vsatsa± vsatg

2
√
DLsatsa

)]}
dz′

= ∓n0Ti

2

[
erf

(
z− vsatsa− vactac

2
√
DLsatsa+DLactac

)

− erf

(
z− vsatsa− vactac ± vsatg

2
√
DLsatsa+DLactac

)]
(15)

whereDLac andvac are the diffusion coefficient and
drift velocity for the ions in the aperture/collector re-
gion, andTi is a transmission factor for the aperture
grid [30]. Again an ion cloud with a Gaussian distri-
bution is described that evolves into a rectangular dis-
tribution astg increases. Thus, the direct ion current
density,Jdirect, of ions arriving and hitting the collec-
tor plate is

Jdirect

= ∓n0Tiqvac

2

[
erf

(
dsa+ dac − vsatsa− vactac

2
√
DLsatsa+DLactac

)

−erf

(
dsa+ dac − vsatsa− vactac ± vsatg

2
√
DLsatsa+DLactac

)]
(16)

wheredsa + dac is the distance from the shutter grid
to the ion collector, andq is the coulombic charge as-
sociated with the singly or multiply charged ions. The
total ion current arriving at the collector is obtained by
multiplying Eq. (16)by Ac, the cross-sectional area of
the ion collector (assumed equal to the cross-sectional
area of the drift tube).

Fig. 4. An illustration showing a pillbox superimposed on the
aperture grid/ion collector assembly to help calculate the surface
charges (δ1 and δ2) induced on the aperture grid and collector,
respectively.

3.2. Induced current flow

The induced current flow is calculated by apply-
ing Gauss’s law[31] to Eq. (15). This is illustra-
ted in Fig. 4 where a cross-section of the aperture
grid/collector assembly with a superimposed “pillbox”
is shown. Gauss’s law states that the surface integral∫

d�S of the electric field over the “pillbox” is equal to
the chargeq′ contained within the “pillbox”. That is

ε0

∫
�E • d�S = q ′ (17)

whereε0 is the permittivity constant for free space.
Induction effects are calculated by settingq′ equal to
0, so that the total charge inside the “pillbox” is

q ′ = 0 = q

∫
n(r, z, t)dV +

∫
(δ1 + δ2)dA (18)

whereδ1 and δ2 are the surface charges induced on
the aperture grid and ion collector, respectively, and
dV and dA are the differential volume and area of
the “pillbox”. Assuming field lineswill escape the
“pillbox”, Eq. (18)can be rewritten as

δ1 + δ2 = −qw
∫
n(r, z, t)dz (19)
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wherew is a weighting factor. The weighting factor
(an number between 0 and 1) describes the number
of field lines emitted by the ions that will terminate
on either the aperture grid or ion collector electrodes
of the IMS. Thus,w is equal to 1 if all the field
lines terminate on the electrodes (i.e., no field lines
escape from the ends of the aperture grid/ion col-
lector assembly), and<1 if they do not. Due to the
large aspect ratios typically associated with the aper-
ture grid/collector assembly within an IMS,w is close
to 1.

Because only the current flowing in the electrometer
circuit is of interest,δ2 is more important thanδ1. On
the other hand,δ1  δ2 andEq. (19)can be rewritten
as

δ2 = −qw

2

∫
n(r, z, t)dz (20)

Since the first derivative ofδ2 is proportional to the
induced current flow registered by the electrometer
circuit, the current satisfies

JinducedAc = dδ2
dt

= −1

2
qwAc

d

dt

∫ dsa+dac

dsa

n(r, z, t)dz

= −1

2
qwAcvacn(r, z, t)

∣∣∣∣
dsa+dac

dsa

(21)

The negative sign indicates that the initial direction
of induced current flow is the same as the direct cur-
rent flow as described inSection 2.2. WhenEq. (15)
is substituted intoEq. (21), the induced current flow
satisfies

Jinduced

= ±wn0Tiqvac

4

[
erf

(
dsa+ dac − vsatsa− vactac

2
√
DLsatsa+DLactac

)

−erf

(
dsa+ dac − vsatsa− vactac ± vsatg

2
√
DLsatsa+DLactac

)

−erf

(
dsa− vsatsa− vactac

2
√
DLactsa+DLactac

)

+erf

(
dsa− vsatsa− vactac ± vsatg

2
√
DLsatsa+DLactac

)]
(22)

Note the difference between two pairs of error
functions whose arguments differ by onlydac/2√
DLsatsa+DLactac. Already we can anticipate that

dac, the separation between the ion collector and
aperture grid, may contribute significantly to the
resolving power of an IMS.

3.3. Total current flow

Since the total current registered by the electrometer
circuit is the sum of both the direct and induced current
flows, Eqs. (16) and (22)allow the total current to be
written as

Jtotal = ∓
(
n0Tiqvac

2
− wn0Tiqvac

4

)

×
[
erf

(
dsa+ dac − vsatsa− vactac

2
√
DLsatsa+DLactac

)

−erf

(
dsa+ dac − vsatsa− vactac ± vsatg

2
√
DLsatsa+DLactac

)]

∓
(
wn0Tiqvac

4

)[
erf

(
dsa−vsatsa−vactac

2
√
DLsatsa+DLactac

)

−erf

(
dsa− vsatsa− vactac ± vsatg

2
√
DLsatsa+DLactac

)]
(23)

Fig. 5shows a plot ofEq. (23). The solid line is the ob-
served ion mobility peak, while the dashed and dotted
lines are the direct and induced current flows, respec-
tively. It is clear that the induced current flow (dot-
ted curve) distorts significantly the ion mobility peak
(dashed curve), shortening the observed drift time and
increasing the FWHH (solid curve).

3.4. Expectation values (drift time)

The expectation values for the drift times,〈tsa〉 and
〈tac〉, are calculated using

〈tsa〉 =
∫∞
−∞tsaJtotal dtsa∫∞
−∞Jtotal dtsa

∣∣∣∣∣
tac=constant

(24)

〈tac〉 =
∫∞
−∞tacJtotal dtac∫∞
−∞Jtotal dtac

∣∣∣∣∣
tsa=constant

(25)
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Fig. 5. A MathCAD plot showing the relative contributions of
direct current flow (dashed line) and induced current flow (dotted
line) to an ion mobility peak (solid line). The IMS parameters are
those of Spangler and Collins[11] using a 200�s gate width.

Applying the mathematical formalism described in
Appendix B, the result is

〈tsa〉 = dsa

vsa
± tg

2
, 〈tac〉 =

(
1 − w

2

) dac

vac
(26)

It is important to note that〈tsa〉 calculated in this way
is similar toEq. (11). Also the effects of induced cur-
rent flow is to subtractwdac/2vac from tac, and hence
from the total drift timetsa + tac. This is intuitively
correct since the maximum ion current registered by
the electrometer should occur when the maximum ion
concentration reaches the mid-plane between the aper-
ture grid and ion collector.

3.5. Full-width-at-half-height

Depending on the IMS, the FWHH is calculated
using one of two approaches. The first approach re-
quiresvsa  vac, while the second approach applies
to any value forvsa or vac, regardless of whether they
are equal or not.

For vsa  vac, insertion of 〈tsa〉 and 〈tac〉 into
Eq. (23)yields

Jtotal,max= ∓
(
n0Tiqvac

2
− wn0Tiqvac

4

)

×
[
erf

(
wdac ∓ vsatg

4
√
DLsatsa+DLactac

)

− erf

(
wdac ± vsatg

4
√
DLsatsa+DLactac

)]

∓
(
wn0Tiqvac

4

)

×
[
erf

(
(w − 2)dac ∓ vsatg

4
√
DLsatsa+DLactac

)

− erf

(
(w − 2)dac ± vsatg

4
√
DLsatsa+DLactac

)]
(27)

whereJtotal,max is the maximum total ion current den-
sity arriving at the electrometer. Realizing that for a
symmetric ion mobility peak, the half-height occurs at

tsa+ tac = dsa

vsa
+
(
1 − w

2

) dac

vac
± tg

2
± ωh

2
(28)

the FWHH,ωh, becomes(
1

4
− w

8

)[
erf

(
wdac − vsatg

4
√
DLsatsa+DLactac

)

−erf

(
wdac + vsatg

4
√
DLsatsa+DLactac

)]

+
(w

8

) [
erf

(
(w − 2)dac − vsatg

4
√
DLsatsa+DLactac

)

−erf

(
(w − 2)dac + vsatg

4
√
DLsatsa+DLactac

)]

=
(

1

2
− w

4

)[
erf

(
wdac − vsatg ± vacωh

4
√
DLsatsa+DLactac

)

−erf

(
wdac + vsatg ± vacωh

4
√
DLsatsa+DLactac

)]

+
(w

4

) [
erf

(
(w − 2)dac − vsatg ± vacωh

4
√
DLsatsa+DLactac

)

−erf

(
(w − 2)dac + vsatg ± vacωh

4
√
DLsatsa+DLactac

)]
(29)

While Eq. (29)provides an exact relationship from
which an exact value for the FWHH can be obtained,
the components ofωh are not easily distributed be-
tween the shutter/aperture and aperture/collector re-
gions whenvsa �= vac.
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For vsa �= vac, a variance analysis must be per-
formed and the second central moments calculated
[32]

σ 2
tsa

=

∫∞
−∞[tsa−(dsa/vsa)± (tg/2)]2

×Jtotal dtsa∫∞
−∞Jtotal dtsa

∣∣∣∣∣∣∣∣∣
tac=constant

(30)

σ 2
tac

=

∫∞
−∞[tac−(1−(w/2))
×(dac/vac)]2Jtotal dtac∫∞

−∞Jtotal dtac

∣∣∣∣∣∣∣∣∣
tsa=constant

(31)

Again applying the mathematical formalism described
in Appendix B, the computations yield

σ 2
tsa

= 2(DLsatsa+DLactac)

v2
sa

+ t
2
g

12
+
(
w

2
− w2

4

)
d2

ac

v2
sa

(32)

σ 2
tac

= 2(DLsatsa+DLactac)

v2
ac

+ v2
sa

v2
ac

t2g

12

+
(
w

2
− w2

4

)
d2

ac

v2
ac

(33)

Since tsa and tac are independent variables, the total
variance,σ 2

tsa+tac
, is given by

σ 2
tsa+tac

=
(

1 + v2
sa

v2
ac

)[
2(DLsatsa+DLactac)

v2
sa

+ t
2
g

12
+
(
w

2
− w2

4

)
d2

ac

v2
sa

]
(34)

The FWHH is related toσ 2
tsa+tac

through

ωh = Aσtsa+tac (35)

whereA is an adjustable parameter that allowsEq. (35)
to agree withEq. (29) when Eq. (35) is substituted
into the error functions ofEq. (29). Unfortunately, the
value associated withA cannot be known a priori, and
depends on the operating parameters for the IMS cell.
The only thing that can be said is that it must be greater

than 2.354, the value it assumes for a Gaussian peak
whenvac � vsa.

Before leaving this section, it should be noted that
the definitions ofEqs. (30) and (31)differ from those
of Urquijo et al.[28]. The present definition is more
consistent with statistical variance that is related to the
second central moment[32], an important point if the
variances are going to be added as they are inEq. (34).

4. Application

Three sets of data are available to test the predic-
tive capabilities of the present theory. Spangler and
Collins studied the dependence of the FWHH on the
gate width using an early design of PCP, Inc.’s[33]
line of ion mobility spectrometers[11]. Eiceman et al.
studied the dependence of the FWHH on the drift po-
tentials applied to the shutter and aperture grids[22].
Siems et al. studied the functional dependence of re-
solving power on the operating parameters of their
IMS cell’s [4].

4.1. Spangler and Collins

The significant operating parameters used by Span-
gler and Collins are shown inTable 1. A feature of
their IMS cell was that the electric fields applied to the
shutter/aperture and aperture/collector regions were
approximately equal. This means that their FWHH
data can be analyzed usingEq. (29). The result of the
analysis is shown inTable 2where the longitudinal

Table 1
Parametric data for Spangler and Collins’ IMS cell[11]

Length of drift region 7.9 cm
Separation between aperture grid

and ion collector
0.1 cm

Potential between shutter and
aperture grids

1691 V

Potential between aperture grid and
ion collector (see text)

21.4 V

Gate width (shutter grid) Variable
Drift temperature 433.15 K
Reduced mobility of chloride ion

studied
2.97–2.98 cm2 V−1 s−1
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Table 2
Comparison of peak-widths-at-half-height

Gate width,tg
(ms)

Measured peak
width, ωh (ms)

Calculated peak
width, ωh (ms)

Adjusted peak width,
vsa = 0.87vac

A-value
(w = 1)

w = 1 w = 0

0.05 0.20 0.2020 0.1285 0.2250 1.921
0.10 0.22 0.2065 0.1435 0.2290 2.000
0.20 0.27 0.2355 0.2077 0.2610 2.063
0.50 0.57 0.5000 0.5000 0.5555 2.494
1.00 1.09 1.0000 1.0000 1.1110 2.587

diffusion coefficient is calculated from ion mobility
using the Einstein relationship[34]. Forw = 1, there
is good agreement between the experimental and
theoretical results. The success is attributed to cor-
rections made by the theory for induced ion current
flow, as illustrated by the calculations forw = 0. A
closer inspection of the data shows that the measured
peak widths exceed calculated peak widths by about
10%. Calculations in the fifth column ofTable 2
demonstrate that an ion velocity slightly greater in the
shutter/aperture region than in the aperture/collector
region can lead to this type of result. A very good
way to compensate for peak broadening is to adjust
the aperture/collector potential.

The A-values required to fit Spangler and Collins’
data toEqs. (34) and (35)appear in the last column
of Table 2. As the gate width increases, the values
increases to aboutA = 2.6. Assumingvsa = vac, this
value corresponds to aβ of 1.13 (i.e., 2× (2.6)2/12),
slightly less than similar values reported by Siems
et al. [4].

4.2. Eiceman, Nazarov, Rodriguez and Stone

The significant operating parameters used by Eice-
man et al. are recorded inTable 3. Because Eiceman
et al. varied the electric fields in both the shut-
ter/aperture and aperture/collector regions,Eq. (29)
cannot be used to fit their data. Rather,Eqs. (34) and
(35) must be used that require knowledge ofdac.
Although Eiceman et al. reported a value of 0.5 mm
for the distance between their aperture grid and ion
collector, the uncertainty associated with the stated

Table 3
Parametric data for Eiceman, Nazarov, Rodriguez and Stones’ IMS
cell [22]

Length of drift region 5.25 cm
Separation between aperture grid

and ion collector
0.05 cm (nominal)

Potential between shutter and
aperture grids

Variable

Potential between aperture grid and
ion collector

Variable

Gate width (shutter grid) 208�s
Drift temperature 523 K
Reduced mobility of positive

reactant ion studied,K0

2.49–2.73 cm2 V−1 s−1

distance is large. Consequently, there is a need to de-
termine this distance using another approach. This can
be accomplished by fitting Eiceman et al.’s drift time
data toEq. (26). Unfortunately, Eiceman et al. are also
uncertain about the distance between their shutter and
aperture grids (dsa). They give a value of 51 mm for
dsa, while at the same time giving a value of 5.25 cm
for the total drift length (dsa+dac) in Section E of their
paper. Since the latter value was given when discussing
the effects of electric field on the aperture/collector
region, a value of 5.25 cm (5.25 cm − 0.5 mm) is
assumed fordsa in the present paper.

Figs. 6 and 7show the results of fitting Eiceman
et al.’s drift time data to〈tsa〉 + 〈tac〉 in Eq. (26).
The plots were generated by varyingdac, and the
mobility of the positive reactant ions adjusted to
obtain a “visually pleasing” fit to both the shut-
ter/aperture and aperture/collector data. As this was
being done, it became apparent that the best value
for dac was 0.288 mm. However, both sets of data
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Fig. 6. Application of Eq. (26) to describe the drift time vs.
shutter/aperture potential data of Eiceman et al.[22].

could not be fitted with the same mobility value for
the ions. Rather the shutter/aperture data (Fig. 6) re-
quired a reduced mobility value of 2.49 cm2 V−1 s−1,
and the aperture/collector data required a reduced
mobility value of 2.73 cm2 V−1 s−1. By comparison,
Eiceman et al. reported a reduced mobility range of
2.75–2.59 cm2 V−1 s−1 for their aperture/collector
data. Although the present values lie on either end
of this range, a continuous decrease with reduced
voltage is not observed.

To explore this further, the thermo-chemistry asso-
ciated with the positive reactant ions was studied and
applied to ion transport through the drift tube. The

Fig. 7. Application of Eq. (26) to describe the drift time vs.
aperture/collector potential data of Eiceman et al.[22].

theory is summarized inAppendix A. Since Eiceman
et al. reported a moisture content or 0.1–0.2 ppm for
their drift gas, it is possible to calculate their ion distri-
bution and obtain a mobility for their rapidly exchang-
ing hydrate ions. The results are shown inTable 4for
the two drift field conditions highlighted by Eiceman
et al. Only two major proton hydrates, (H2O)H+ and
(H2O)2H+, are present (as Eiceman et al. acknowl-
edge); but whenEq. (A.5)is further applied, the over-
all reduced mobility increases only 0.01 cm2 V−1 s−1

(2.60−2.59 cm2 V−1 s−1) when the electric field (ED)
is increased from 80 to 440 V cm−1. This negates the
change in ion identity that Eiceman et al. assumed had
to occur to explain the mobility variations observed
in their data. The present theory suggests that the ion
mobility is constant, and the apparent changes in ion
mobility observed by Eiceman et al. are impossible.
Perhaps Eiceman et al. were misled by the elemen-
tary theory they applied to the analysis of their data.
Figs. 8 and 9show the results of fittingEqs. (34)
and (35)to Eiceman et al.’s FWHH data. The fits are
reasonable, considering the uncertainty in drift lengths
noted above. Unlike Spangler and Collins, a value
of 4.78 was needed forA to fit the shutter/aperture
data (Fig. 8), and a value of 4.36 was needed forA
to fit the aperture/collector data (Fig. 9). These large
A-values can only be interpreted as additional factors
contributing to peak broadening in Eiceman et al.’s
experiments. This occurred despite the fact that Eice-
man et al. used two parallel planes of juxtapositioned
wires for their shutter grid that should have narrowed
the peak width[25]. This is clearly evidenced by the
Gaussian peak shape observed by Eiceman et al. when
they applied a 0.208�s wide pulse to their shutter grid,
compared to the more nearly square peak observed by
Spangler and Collins when using a 100�s wide pulse.
The source for the additional broadening is not clear.
Some of it may be due to broadening produced by the
convex bulge in the aperture grid that creates a vari-
able distance between the aperture grid and collector
(violating the parallelism assumption of the present
theory), an ion collector diameter less than the diam-
eter associated with the transmission area of the aper-
ture grid (violating the equivalency of cross-sections
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Table 4
Reduced mobilities for the hydrated hydronium ion with percent contributions for 0.15 ppm water in drift gas

Ion Reduced mobility
(cm2 V−1 s−1)

Relative contribution
(ED = 80 V cm−1) (%)

Relative contribution
(ED = 440 V cm−1) (%)

H3O+ 3.79 5.8 5.9
(H2O)H3O+ 2.52 94 94
(H2O)2H3O+ 2.01 0.05 0.049
(H2O)3H3O+ 1.72 10−7 10−7

(H2O)4H3O+ 1.52 0 0
(H2O)5H3O+ 1.38 0 0

assumption of the present theory), or the non-linear
fringe field that exists in their stacked ring drift tube
(violating the uniform field assumption of the present
theory). The aperture grid bulge may also explain why
a higher ion mobility was required to fit the drift times
associated with the aperture/collector potential data.

4.3. Siems, Wu, Tarver, Hill, Larsen and McMinn

Siems et al. observed that the diffusion broadening
of their IMS peaks was greater than expected for ideal
conditions. They found that they had to multiply their
diffusion terms by a factorα that was greater than the
ideal value of 0.957×10−3 V K−1. Because of the el-
evated values forα, they felt that other diffusion-like
processes were occurring in their IMS cell. Using an
A-value of 2.6 that was found necessary to fit Spangler
and Collins’ data toEqs. (34) and (35), the present

Fig. 8. Application ofEq. (35) to describe the FWHH vs. shut-
ter/aperture potential data of Eiceman et al.[22].

theory suggests thatα should be greater than approx-
imately 1.21 ((2.6)2/8 × ln 2). The amount it exceeds
1.21 is dependent on the value of 1+ (v2

sa/v
2
ac), or the

way the IMS cell is biased. Also note that the induc-
tion term, [(w/2) − (w2/4)](d2

ac/v
2
sa), has an inverse

velocity dependence that makes it look like a diffu-
sion term. Hence, Siems et al. were correct when they
postulated that other diffusion-like processes were oc-
curring in their IMS cell. By comparison, Eiceman
et al.’s data are characterized by anα of 4.08 [1.21×
((4.78)2/(2.6)2)] that is within the 1.26–6.5 range
observed by Siems et al.

Siems et al. further noted that the square of their
peak width was a linear function of their diffusion
term(Tt2d/V ) with an intercept dependent on the gate
width tg. Eqs. (34) and (35)suggest that this intercept
varies ast2g, and is amplified by(1/12)[1+ (v2

sa/v
2
ac)].

This means that the slope of Siems et al.’s data should

Fig. 9. Application ofEq. (35) to describe the FWHH vs. aper-
ture/collector potential data of Eiceman et al.[22].
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depend on the drift field, particularly if the shut-
ter/aperture and aperture/collector potentials are varied
independently. The field dependence is not observed,
however, if the two fields are varied proportionately.

Finally, Siems et al. observed that the square of
their peak width was a linear function oft2g and the
intercept was inversely proportional to the applied drift
field. Again, Eqs. (34) and (35)indicate that these
intercepts should vary as the inverse of the cube of the
applied drift field (diffusion term) and the square of
the drift field (induction term). Since the strength of
the diffusion term is much greater than the induction
term, the intercept is most likely controlled by the
diffusion term.

The present theory does not explain Siems et al.’s
need for a small correction term,γ , to fit their FWHH
data. Perhaps this reflects the inaccuracies of the
incomplete theory used by Siems et al. to fit their
data.

4.4. Other comments

Most of the attention of this paper has been given
to the separation between the aperture grid and ion
collector, and the effect that the separation has on the
FWHH of the ion mobility peak. This is not to ig-
nore the fact thatEqs. (1) and (5)clearly indicate that
the elapsed drift time or the length of the drift tube
also influences the resolving power of the IMS. In
fact, the inefficiencies associated with the design of
the aperture/collector region can be compensated by a
longer drift tube, and vice versa. Because competing
philosophies exist regarding the best approach to elec-
trically bias an IMS cell (e.g., aperture/collector and
shutter/aperture potentials equal, vs. aperture/collector
potential greater than shutter/aperture potential), clear
statements on designing and biasing an IMS cell can-
not be made. However, lengthening the drift tube, and
narrowing the gap between the aperture grid and ion
collector should improve the resolving power of an
IMS. Additional gains are also possible from the way
the IMS cell is biased.

The discussion has also not taken into consideration
the time constant,τ , that may be associated with the

response of the electrometer. For the work sighted in
this paper, this time constant appears to be on the order
of 35–100�s (per the specifications of the Keithley
current amplifier). Such a time constant introduces an
additional term 2DL(tsa+tac)/vacτ into the error func-
tions that could potentially contribute to the FWHH;
but when divided byvsa, the term is approximately
equal to 2�s, much less than the observed FWHH’s.
It is therefore believed that the time constants make
a negligible contribution to the results. However, this
conclusion is not generally correct, and the time con-
stants for the electrometer are always an important is-
sue when analyzing IMS resolution data.

5. Conclusions

An expanded theory for the resolving power of a
linear IMS cell has been developed. By definition, the
resolving power is directly proportional to the total
drift time for the ion through the drift tube divided by
the FWHH of the observed ion mobility peak. Two
approaches can be taken to theoretically analyze re-
solving power. If the electric fields are equal in the
shutter/aperture and aperture/collector regions of the
IMS cell, the FWHH can be calculated from a differ-
ence in error functions. If the electric fields are not
equal, the FWHHs can be calculated to within a mul-
tiplicative factor using the second central moment of
the IMS response. The drift times are calculated from
the first moment of the IMS response in each case.
The effectiveness of these approaches is illustrated by
the data inFigs. 6–9.

The additional peak broadening often observed in
an IMS cell has a variety of possible sources. One
depends on the construction of the cell and the paral-
lelism (or lack thereof) that might exist between the
aperture grid and ion collector. Another is the unifor-
mity of the electric field in the IMS cell. Still another is
the distribution of the electric field used to bias the cell.
If the electric field in the aperture/collector region is
less than in the shutter/aperture region, apparent peak
broadening can occur. Induction effects in the aper-
ture/collector region not only shorten drift times, but
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also create diffusion-like broadening of the ion mobil-
ity peak. Shortening the distance between the aperture
grid and ion collector, or using a higher electric field
in that region minimizes induction effects. Drift time
calibration requires full use ofEq. (26).
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Appendix A

Often the terminal ions created in an ion mobil-
ity spectrometer operated under atmospheric pres-
sure conditions are solvated with adduct molecules.
The most common adducts are one or more water
molecules derived from the trace water contained in
the carrier and drift gases. The extent of solvation is
controlled by the equilibrium

(S)i−1I± + S+ M � (S)i I
± + M (A.1)

where I± is the ion, S the solvent molecule, M a third
collision partner involved in thermalizing the activated
complex, and “i” is the number of solute molecules
attached to the ion. The reaction rate constants are
often fast, allowing the solvated ions, regardless ofi,
to travel down the drift tube as a rapidly exchanging
ion mixture in local equilibrium. While there are also
important cases where the forward and reverse rate
constants are not fast, these cases are not considered
in this presentation.

As a result of the rapidly exchanging equilibrium,
the ionic charge spends a portion of its drift time as an
(S)i I± ion, another portion of its drift time as another
ith ion, etc. The fractional amount of time spent for
each degree of solvation has been shown to be pro-

portional to the equilibrium mole fractionxi , such that∑
ixi = 1 [35]. As the equilibrium shifts, the veloc-

ity or observed drift time for the ion mixture changes
with the solvent (or water) concentration.

If the drift length for the drift tube isld, the drift
velocity vd is given by

vd = ld

tobs
(A.2)

where tobs is the observed drift time. Rearranging,
Eq. (A.2)becomes

ld = vdtobs =
∑
n

xivdi ti (A.3)

where the summation is over all significant solvated
ions. Depending on the objectives of the authors,
Eq. (A.3) can be analyzed in different ways. If the
objective is to study the kinetics of the ion–molecule
reactions, the componentvdi ’s of Eq. (A.3) are as-
sumed equal tovd, and the mole fraction ratiosxi
associated with theti ’s. Theti ’s then become the drift
times for the component ions of the migrating ion
cloud as if the exchange reactions were not occurring.
This approach was developed by Giles and Grimsrud
and further applied by Sahlstrom et al. and Lawrence
et al.[36–38]. If the objective is to study the transport
properties of the ions, the componentti ’s in Eq. (A.3)
are assumed equal totobs, and the mole fraction ratios
xi ’s associated with thevdi ’s. Thevdi ’s then become
the drift velocities for the component ions of the mi-
grating ion cloud as if the exchange reactions were
not occurring. This approach was first developed by
Woo and Whealton[39] and Iinuma[40], and further
applied by Spangler[41]. Since ion transport mech-
anisms is the subject of the present paper, the latter
approach is of interest.

Eq. (A.3)can be further simplified to

vd = KE =
∑
n

xiKiE (A.4)

whereKiE is equal tovdi and theKi ’s are the tra-
ditional mobilities for the component ions. When the
electric fieldE on both sides ofEq. (A.4) is canceled

K =
∑
n

xiKi (A.5)
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whereK is the mobility of the exchanging ion mixture
drifting through the drift tube.

The equilibrium constants associated with the freely
exchanging ions traveling in local equilibrium are

Kn−1,n = [(S)nI±]

[(S)n−1I±]

P0

PS
= exp

(
−'G

◦
n−1,n

RT

)
(A.6)

where S is the solvent molecule,PS its partial pres-
sure,P0 the standard pressure (i.e., 1.0 atm),'G◦

n−1,n
the free energy released when adding one solvent
molecule to the ion, andT is the drift temperature.
Because the ion concentrations ofEq. (A.6) can be
expressed in terms of the total concentrationnT using

[I±] = xI±nT

[(S)I±] = x(S)I±nT
...

[(S)nI±] = x(S)nI±nT

(A.7)

The mole fractional ratios become

xI± = [I±]

[I±] + [(S)I±] + · · · + [(S)mI±]

x(S)I± = [(S)I±]

[I±] + [(S)I±] + · · · + [(S)mI±]
...

x(S)mI± = [(S)mI±]

[I±] + [(S)I±] + · · · + [(S)mI±]

(A.8)

where the sum ofxi ’s over all the ions is equal to 1.
WhenEq. (A.6) is introduced intoEq. (A.8) [41],

xi = (PS/P0)
iK0,1K1,2 · · ·Ki−1,i [I±]

[I±] + (PS/P0)K0,1[I±]

+ (PS/P0)
2K0,1K1,2[I±] + · · ·

+ (PS/P0)
mK0,1K1,2 · · ·Km−1,m[I±]

= (PS/P0)
i
∏i
n=0Kn−1,n∑

m(PS/P0)m
∏m
n=0Kn−1,n

= (PS/P0)
i
∏i
n=0exp(−'G◦

n−1,n/RT)∑
m(PS/P0)m

∏m
n=0exp(−'G◦

n−1,n/RT)

(A.9)

wherem ≥ i, K−1,0 ≡ 1. Since'G◦
n−1,n is given

by 'H ◦
n−1,n − T 'S◦

n−1,n, it can be calculated from
the enthalpy'H ◦

n−1,n and entropy'S◦
n−1,n changes

published by Kebarle[42].
Eqs. (A.4) and (A.9)provide an accurate descrip-

tion for the drift velocity of an exchanging ion mixture
provided the ratio of the electric field to the number
density of the drift gas (E/N) is small. IfE/N gets large,
the distribution function associated with the ions be-
comes skewed, showing evidence of non-equilibrium.
When this occurs, it is necessary to define an effec-
tive drift temperature,Teff,i , that is used in place of
the thermodynamic temperature,T, to adjust for the
non-linear effects. This effective temperature,Teff,i , is
given by[43]

Teff,i = T + 1

3

Mv2
di

k
(A.10)

where M is the mass of the colliding neutral gas
molecule andk is the Boltzmann constant. The ef-
fective temperature must not only be applied to the
equilibria described byEqs. (A.6)–(A.9), but also to
the ion mobilities contained inEqs. (A.4) and (A.5).

To within an error of about 20%, the Chapman–
Enskog result can be used to write down an expression
for the ion mobilities[43]

Ki = 3q

16N

(
2π

µikTeff,i

)1/2 1

Ω
(1,1)
i (Teff,i)

= 3q

16P

(
2πkTeff,i

µi

)1/2 1

Ω
(1,1)
i (Teff,i)

(A.11)

whereq is the charge on the ion,N andP the num-
ber density and pressure for the drift gas,µi the re-
duced mass for the ion,Ω(1,1)

i the collision integral
describing the ion–molecule interactions andk is the
Boltzmann gas constant. The second expression fol-
lows from application of the ideal gas law. Substituting
Eq. (A.10)into Eq. (A.11)and solving forKi yields

Ki = 3q(2πkT)1/2√
256µiP 2(Ω

(1,1)
i (Teff,i))2 − 6πq2ME2

(A.12)
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There is considerable confusion over the value that
should be used for the collision integral,Ω(1,1)

i (Teff,i),
in the open scientific literature[44–50]. When study-
ing the mobility of protonated amines in helium, air,
CO2 and SF6, Karpas et al. found that neither the
rigid-sphere or polarization limit models reproduced
their experimental data[51]. To fit their data, they re-
placed the critical impact parameter,b0 [52]

b0 = 4q2αp

µrvr0
(A.13)

with an adjustable parameterrm = (r0 + zmeff)[1 +
(meff/M)

1/3] that increased with both the mass of
the ion and the mass of the drift gas molecules. In
Eq. (A.13), q is the charge on the ion,αp the polar-
izability of the colliding neutral gas molecule,µr the
reduced mass ion–molecule pair, andvr0 is the initial
velocity of the ion relative to the neutral molecule;
and for rm, r0 is an adjustable constant,meff is an
effective mass of the ion that takes into account clus-
tering, andM is the mass of colliding gas molecules.
When studying the trialkyl-amines, Spangler favored
the rigid sphere model when fitting his data[53].
Additional studies have confirmed the usefulness of
this approach, as well as the assumption that the den-
sity of “ionic matter” is constant[54]. When these
assumptions are applied, the collision integral can be
written as

Ω(S)i I± = π

[(
3V(S)i I±

4πNA

)1/3

+
(

3VM

4πNA

)1/3
]2

(A.14)

whereV(S)i I± andVM are the molar volumes for the
ions and neutral collision partners, respectively, and
NA is Avogadro’s number.

Eq. (A.14)transfers the task of estimating the col-
lision cross-section to finding appropriate values for
the molar volumes. Initial attempts at using van der
Waal’s volumes[55], crystallographic volumes, and
molar volumes deduced from molecular modeling
[56] (as implemented in “Molecular Modeling Pro”
from ChemSW, Inc., Fairfield, CA) have been unsuc-
cessful. Rather greater success has been achieved us-
ing data deduced from densities near the boiling point.
Schroeder has shown that such data can be described

using incremental volumes for the atomic constituents
of the molecular species under investigation[57,58].
For example, hydrogen and oxygen both have in-
cremental molar volumes 7 cm3 g-mol−1, so that the
molar volume for water is 21.5 cm3 g-mol−1. Simi-
larly, nitrogen atoms have incremental molar volumes
7 cm3 g-mol−1, so that the molar volume for a nitro-
gen molecule is 28 cm3 g-mol−1 (the triple bond in a
nitrogen molecule is equivalent to 14 cm3 g-mol−1).
While the experience with this approach is limited
(particularly the temperature dependence of such an
approach), it was used to calculate the reduced mo-
bilities and ion distributions reported inTable 4 of
the main paper.

Table 4of the main paper was generated by first
estimating the molar volumes for each ion participat-
ing in the exchanging ion mixture using the method
of Schroeder, substituting the molar volumes into
Eq. (A.14), inserting the collision cross-sections into
Eq. (A.12), and then evaluatingEq. (A.9) using the
mobilities obtained fromEq. (A.12).

Appendix B

This appendix describes an approach to solving
equations of the type

∫ ∞

−∞
(t−τ)m

[
erf

(
d − vt

2
√

Dt

)
−erf

(
d−vt ± vtg

2
√

Dt

)]
dt

(B.1)

whered is a location within the drift tube,t the drift
time,tg the gate width applied to the shutter grid,D and
v the diffusion coefficient and drift velocity associated
with the motion of the ion, andτ is a constant (0 when
calculating expectation values, and a drift time when
calculating variance). The exponentmassumes integer
values between 0 and 2.

As illustrated byEqs. (10) and (11)in the main text,
Eq. (B.1)can be solved with reasonable accuracy by
treating

√
Dt as a constant. That is, the time variation

of
√

Dt can be ignored. Using this approach, the first
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step to a solution is to change variables. This is ac-
complished by defining

z′ ≡ d − vt

2
√

Dt
, dz′ = − v

2
√

Dt
dt,

t = d − 2z′
√

Dt

v
(B.2)

and substitutingEq. (B.2)into Eq. (B.1). The result is

−2
√

Dt

v

∫ ∞

−∞

(
d − vτ

v
− 2z′

√
Dt

v

)m

×
[
erf(z′)− erf

(
z′ ± vtg

2
√

Dt

)]
dz′ (B.3)

Eq. (B.3)contains two terms: a polynomial term, and
a difference in error functions term.

The error function term is expanded with the aid of
Taylor’s theorem[59]

y = y0 + (x − x0)y
′
0 + (x − x0)

2

2!
y′′

0 + · · ·

+ (x − x0)
n

n!
y
(n)
0 (B.4)

wherey0 is the functiony evaluated atx = x0, andy(n)0
is thenth derivative ofy evaluated atx = x0. When
y is equal to erf(x0 ± δ) andδ is small,Eq. (B.4) is
equivalent to

erf(x0 ± δ)= erf(x0)

+
∞∑
n=0

(±δ)n+1

(n+ 1)!

dn+1

dxn+1
erf(x)

∣∣∣∣∣
x=x0

(B.5)

But [60]

dn+1

dxn+1
erf(x) = (−1)n

2√
π
Hn(x)e−x2

(B.6)

where Hn(x) are the Hermite polynomials. Conse-
quently,Eq. (B.5)becomes

erf(x0)−erf(x0 ± δ) = 2√
π

∞∑
n=0

(∓δ)n+1

(n+ 1)!
Hn(x0)e−x2

0

(B.7)

or whenx0 = z′ andδ = vtg/2
√

Dt, it becomes

erf(z′)− erf

(
z′ ± vtg

2
√

Dt

)

= 2√
π

∞∑
n=0

1

(n+ 1)!

(
∓ vtg

2
√

Dt

)n+1

Hn(z
′)e−(z′)2

(B.8)

When Eq. (B.8) is substituted intoEq. (B.3), the
result is

−4

v

√
Dt

π

∞∑
n=0

1

(n+ 1)!

( ∓vtg
2
√

Dt

)n+1

×
∫ ∞

−∞
Hn(z

′)e−(z′)2 dz′, form = 0 (B.9)

−4d

v2

√
Dt

π

∞∑
n=0

1

(n+ 1)!

( ∓vtg
2
√

Dt

)n+1

×
∫ ∞

−∞
Hn(z

′)e−(z′)2 dz′ + 8Dt

v2
√
π

×
∞∑
n=0

1

(n+ 1)!

( ∓vtg
2
√

Dt

)n+1

×
∫ ∞

−∞
z′Hn(z′)e−(z′)2 dz′, form = 1 andτ = 0

(B.10)

and

−4

v

√
Dt

π

(
d − vτ

v

)2 ∞∑
n=0

1

(n+ 1)!

( ∓vtg
2
√

Dt

)n+1

×
∫ ∞

−∞
Hn(z

′)e−(z′)2 dz′ + 16

v2
√
π

(
d − vt

v

)

×
∞∑
n=0

1

(n+ 1)!

( ∓vtg
2
√

Dt

)n+1

×
∫ ∞

−∞
z′Hn(z′)e−(z′)2 dz′ − 16(Dt)3/2

v3
√
π

×
∞∑
n=0

1

(n+ 1)!

( ∓vtg
2
√

Dt

)n+1

×
∫ ∞

−∞
(z′)2Hn(z′)e−(z′)2 dz′, form = 2 (B.11)
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Contained withinEqs. (B.9)–(B.11)are integrals of
the type∫ ∞

−∞
(z′)pHn(z′)e−(z′)2 dz′ (B.12)

that must be evaluated.
Because the Hermite polynomials satisfy[61],

Hn(−z′) = (−1)nHn(z
′) (B.13)

Eq. (B.12) provides a non-zero solution only when
n + m is even. Furthermore, the orthogonality of the
Hermite polynomials dictates that[62],∫ ∞

−∞
Hn(z

′)Hm(z′)e−(z′)2 dz′

=
{

0, form �= n

2n · n!
√
π, form = n

(B.14)

Applying Eq. (B.14)to Eq. (B.12)yields∫ ∞

−∞
Hn(z

′)e−(z′)2 dz′ =
∫ ∞

−∞
H0(z

′)Hn(z′)e−(z′)2 dz′

= √
π, for p = 0 (B.15)

∫ ∞

−∞
z′Hn(z′)e−(z′)2 dz′

= 1

2

∫ ∞

−∞
H1(z

′)Hn(z′)e−(z′)2 dz′ = √
π,

for p = 1 (B.16)

and∫ ∞

−∞
(z′)2Hn(z′)e−(z′)2 dz′

= 1

4

∫ ∞

−∞
[2H0(z

′)+H2(z
′)]Hn(z′)e−(z′)2 dz′

=



√
π

2
, for n = 0

2
√
π, for n = 2

(for p = 2) (B.17)

All other values of the integral are 0, regardless of the
value ofp.

When Eqs. (B.9)–(B.11) are combined with
Eqs. (B.15)–(B.17), the results are summarized in
Table B.1.

Table B.1
Values forEq. (B.1)

Parameters Eq. (B.1)

m = 0 ±2tg

m = 1; τ = 0 ±2dtg
v

+ t2g

m = 2 ±2tg

(
d − vτ

v

)2

+ 2t2g

(
d − vτ

v

)

± 4Dt

v2
tg ± 2

3
t3g

These results are used to evaluate the various integrals in the main
text.
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